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Motivating Example

Consider the following problem:

• Given a tissue sample, can you 
determine from its gene 
expression what time it was taken?

• If we have enough data where we 
know the truth, can we build a 
machine that does this with any 
sort of accuracy?



Multiple Regression

• On its face this is no different from the 
regression problems we’re familiar with.

• You have some independent variables 
like BMI, average number hours sleep 
per night, average number of steps 
taken per day, average number of drinks 
per week.

• And some dependent variable, like life 
span.

• How well can we predict the dependent 
variable from the independent 
variables?



Model Building

• Make some assumptions about the form of 
the model

– E.g. if there is one independent variable, 
that means the shape of the regression 
curve, linear, parabolic, sin wave, etc.

– Or the shape of the regression surface if 
there are two variables.

– Or the shape of a hypersurface in higher 
dimensions.

• Then we collect a bunch of data where the 
truth is known and use it to estimate the 
parameters of the model.

– That’s the “learning” part.



Gene Expression

• Trying to infer time from gene expression data fits 
right into this framework.

• Every gene is an independent variable.  There are just 
a huge number of them.

𝑋1, 𝑋2 , … , 𝑋30,000

– There’s one dependent variable: 𝑇=Time of Day.

– Consider the simplest possible model, linear in 
the gene expression values (the 𝑋𝑖’s):

𝑇 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽30,000𝑋30,000 + 𝜀



Gene 
Expression

• We estimate the betas from data.

𝑇 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽30,000𝑋30,000

– That’s the “learning” part.

• Then from a new sample (new set of 
values for the 𝑋𝑖’s) we plug in and get a 
value of 𝑇.

– That’s the machine.

• Sounds simple enough.  What could go 
wrong?



First Question
• How much data do we need to train a 

model with N independent variables?

• Does it depend on the number of 
variables?



Case N=1

• If we have 1 independent variable, how much 
data do we need to train the model?
– Remember, training the model means 

estimating the beta coefficients from data.

• If there is one independent variable the problem 
is one of fitting a straight line.



Case N=1

• What’s the absolute minimum number of data 
points we’d need to fit a straight line?

• Clearly there’d have to be at least two, and 
they’d have to have two different X values.



Case N=2

• If we have 2 independent 
variable, how much data 
do we need to train the 
model?

• Now we’re fitting a plane 
to points in three space.

• This cannot be done with 
less than three points.



In 
General

• In general, you cannot hope to train a model 
with N variables without at least N+1 
subjects.

• Therefore, if we want to have any hope to 
train the model with gene expression data, 
we’d need data from at least 30,001 
individuals.

𝑇 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + ⋯ + 𝛽30,000𝑋30,000

• But that’s unrealistic.  

– They may be doing that one day, but we’ll 
be lucky to recruit and afford even 100 
subjects today. 

• So, what do we do?



Multiple Solutions

There are several more we won’t have time to talk about:

Regularization. Factor Analysis.
Backwards 

Feature 
Elimination.

Decision Trees Etc.

Several ways have been developed to reduce the number of independent 
variables.  We’ll look at two:

Use expert knowledge to focus attention on 
a small number of genes.

Dimensionality Reduction to reduce all genes 
down to a smaller set of latent variables.



Expert 
Knowledge

• If there’s prior expert knowledge available, it 
can be used to focus attention on a small 
number of genes.

• For example, one could just use genes known to 
be involved in the circadian clock.

• That’s what this group did:



Small Sample 
Size

• Their data consisted of only 12 
individuals, sampled across time.



Relied on Prior 
Expert 

Knowledge

• With 12 individuals they could not train the 
model on all genes.

• But they can get away with a more than 11 
variables, because this is time-series data. 

– Each individual resulted in multiple 
observations from different times.



Relied on Prior 
Expert 

Knowledge

• They reduced the set of independent 
variables to 21 Clock and Clock controlled 
genes, which were determined from a 
previous study.



The Model
• “Multinomial” means there’s more than one predictor 

(independent) variable.

• “Logistic” regression just means the dependent variable is a 
categorical rather than a numerical variable.

• This group started with a simpler problem dividing the day 
into just three time-categories, so the dependent variable just 
has three values, 0, 1 or 2.



Independent 
Variables

• Expression of the 21 genes were the 
independent variables.



The Dependent 
Variable



Did it 
Work?

• Not well enough to put somebody in prison.

• But they claim to have advanced the field with a proof 
of principle.

• This was 2016, people are still working on the 
problem.



Approach #2:
Dimensionality 

Reduction

• A second approach is called 
Principal Components Regression 
(PCR).

• It starts by doing the 
dimensionality reduction on the 
independent variables.

• Specifically, principal 
components analysis (PCA) on 
the 𝑋𝑖’s.

• It then uses some small number 
of the first principal components 
𝑃𝐶1, 𝑃𝐶2, … , 𝑃𝐶𝑁 as latent 
variables to use as independent 
variables in place of the large 
number of 𝑋𝑖’s.



Principal Components Regression

• The PCA approach was taken by this group.



Machine 
Learning

We’ll revisit this motivating example when we talk 
about machine learning in more detail.

• Two takeaways:

There are two basic types of machine learning problems

1. Categorical prediction:

– E.g. Is this a picture of a cat?

2. Numerical prediction:

– E.g. Predict the lifespan of somebody who smokes 
N cigarette’s a day.

Settling on which independent (predictor) variables to use 
is a big part of the problem.

• This is called “variable selection” and could be a 
semester topic in its own right.
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